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Preprocess data (preprocess_data)

Normalize continuous features

Binarize categorical features
Remove features with near-zero variance

™~

Keep one instance of perfectly correlated features

Run mikropml machine learning pipeline (run_m1)
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