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We verfy three functions from the rmac package: wkappa, fmacBoot, and
rmacBoot by calculating the fixed and random marginal agreement coeflicients
in multiple ways. The wkappa function calculates Cohen’s weighted kappa and
Scott’s Pi, which are the fixed and random marginal agreement coefficients for
categorical data. The fmacBoot and rmacBoot functions use the more compu-
tationally intense ideal bootstrap formulas. As these two different methods are
equivalent, we compare their outputs for a number of data sets to ensure they
are the same. We also compare the fmacBoot and wkappa to SAS for the fixed
marginal agreement coefficient. We do not validate the cac function, which uses
a variety of methods to calculate the fixed and marginal agreement coefficients
for continuous data sets, because the are no mathematicallly equivalent methods
available for comparison.

To verify the three functions, we choose fourteen data sets, representing a
range of agreements. These data sets are specified as 2x2 proportion matricies
of the form 7 = [m1, 21, 12, 22|, where 7;; represents the proportion of obser-
vations where measurment 4 corresponded to measurement j. A sample of the
data sets is listed in Table 1.

We randomly sample each of the verification data sets 100 times and calculate
the appropriate agreement coefficient for each sample. Each data set is sampled
with sample sizes of 20 and 50 using the function rmultinorm. For wkappa
versus rmacBoot, the difference between estimates was 1 x 10714 or less. For
SAS versus wkappa and fmacBoot, the difference between the estimates was no
greater that 1 x 1078,

Proportion Matrix
1 [.7,.1,.1,.1]
[.5,.3,.1,.1]
[.6,.1,.2,.1]
12 [.3,.2,.3,.2]
14 [1,.5,.2,.2]

Table 1: Verification Data Sets in Proportional Matrix Form
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