Log-likelihood equations for LEXPIT model
Under the LEXPIT, the model for the binomial probability is
=12 + expit(z'y)
for = and z covariates, with z including an intercept term and ‘expit’ denotes the sigmoid (inverse-logit)

function expit(x) = exp(x)/(1 + exp(x)).

For n observations and the ith event outcome as y; and case weight w;, the score for an arbitrary
coeflicient 6 is

S() = > w(0;mi, z)wiv(w(0;4,2:)) " (g — 7(0; 34, 20)),

i

where v(x) = (1 —x) the first derivative of the expit function. Let A;(0) = v(7(0; 4, z;)) " (y; —7(0; 4, 2;)).
The Hessian is

sz (05 i, 20) As(0) — 7(0; 2, 2)70(0: i, 22) v (m(0; 24, 20)) 7 (Ai(0) + 1)) -
For m(B; i, 2i),
7(B; x4, 2;) = x; and 7(B; xi, z;) = 0.
For 7(v; zi, i),
(v; @i, 2i) = zidexpit(z{7)
and
(v @i, 2i) = zizjddexpit(z;7),

where dexpit(z) = expit(x)(1 — expit(z)) and ddexpit(z) = dexpit(x)(1 — 2expit(z)). The Hessian for g is

szx v (m(0; 24, 2)) " (A(0) + 1).

and for v is

szzz [ddexpit(z}7)A;(0) — dexpit(z[7)*v(m(0; 24, 2;)) "' (A:(0) + 1)]
and the partial derivative of S(8) with respect to = is

Zw 22} [dexpit(z[y)v(m(0; 2i, 2;)) " (A:(0) + 1)] .



In matrix form,
H(B) = -X'W(B)X
with W(8) = Diag{wiv(x(6; 21, 21)) " (A1(6) + 1),...}.
H(y) =Z'W(v)Z
with W () = Diag{w;ddexpit(z}7) A1 (8) — dexpit(z}7)2v(m(6; 21, 21)) " (A1 (8) + 1), ...}
H(B,y) = -X'W(B,7)Z

with W(8,~) = Diag{w;dexpit(z}7)v(7(0;x1,21)) 1 (A1(0) + 1),...}.



