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Figure 1: Effect of bootstrap aggregating (20-100%) BayesA on the correlation between
predicted and observed values (ie. prediction accuracy), mean squared prediction error
(MSPE) and computation time.

• Dataset
• 599 wheat lines; 1279 markers; 4 environments;

• Availability: BGLR package [5]

• Analysis
• Prediction accuracy and computing time

• 5 fold cross-validation (20x)

• Bagging BayesA (no replacement)

• Implementation: bWGR package

• Problem
• Need for better genomic prediction [1]

• Computational burden [4]

• Bayesian alphabet has “ill properties”  [3]

• Solution
• Resampling strategy [2]

• Bootstrap aggregating [2]

• Innovation
• Ensemble Bootstrapping and MCMC

• Bagging Markov Chains

• Modified GSRU [4]

• Advantages
• Reduce bias

• Increase prediction ability

• Decrease computation time
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HOW DOES IT WORK??

In each MCMC: Z is 𝜓 resempled fraction of X
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𝑥𝑗 - genotype of the jth marker

𝜆𝑗 - regularization parameter

𝑧𝑗 - resampled fraction of 𝑥𝑗
𝑧𝑗
∗ - resampled fraction of 𝑢𝑗
𝜓 - bagging fraction in %
𝑢𝑗- jth Eigenvector of a kernel

𝑑𝑗 - jth Eigenvalue of a kernel

𝑝 - number of markers
𝑛 - number of observations
𝑞 - number of genotypes
𝑒 - vector of residuals 
 𝑒 - 𝑒 adjusted for all other markers
𝑣 - prior degrees of freedom
𝑆 - prior shape of variances
𝑟 - hyper prior rate of S
𝑠 - hyper prior shape of S
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