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Statistical model 

For the linear model 

𝐲𝐲 = µ + 𝐗𝐗𝐗𝐗 + 𝛆𝛆 

The elastic net loss function (Friedman et al. 2010) is 
defined by 

lEN = ∑ε2 + λ(α∑β2 + 0.5 × (1 − α)∑|β|) 

such that 

EN(α = 0)  =  LASSO 

and 

EN(α = 1) =  Ridge regression. 

The regression coefficient is updated via coordinate 
descent, analogous to GSRU (Legarra and Misztal 
2008), as 

βt+1 = δ ψ ϕ 

Sign δ can assume value {-1,1} and is defined by 

δ = sign �
𝐱𝐱′𝐲𝐲 + βt𝐱𝐱′𝐱𝐱

𝐱𝐱′𝐱𝐱
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the coefficient ψ must be non-negative and is defined 
by  

ψ =  abs �
𝐱𝐱′𝐲𝐲 + βt𝐱𝐱′𝐱𝐱

𝐱𝐱′𝐱𝐱
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with ridge shrinkage parameter 

ϕ = �
𝐱𝐱′𝐱𝐱

𝐱𝐱′𝐱𝐱 + λα
�  

The regularization parameters are 

λ =
σe

2

σb
2  

and 

α = U[0,1] (Metropolis) 

Variance components can be sampled from inversed-
chi squared distributions as 

σe
2 = χ−2(S = ∑ε + Se, ν = n + νe) 

and 

σb
2 = χ−2(S = ∑β + Sb, ν = p + νb) 

with hyper-parameters 

Se = Sb = U[0,1] 

and 

νe = νb = Poi(λ = 4) 

When the model is being fitted through bagging (Xavier 
et al. 2016), the loss function can be enhanced as 

lEN = ∑ε2 + ∑ω2  + λ(α∑β2 + 0.5 × (1 − α)∑|β|) 

Where ω is the out-of-bag prediction error. 

For the model fitting, the loss function is used for the 
Metropolis algorithm to find an ideal value of alpha. In 
this case, bagging EN is also beneficial by ensuring a 
robust choice of alpha for prediction purposes. For this 
framework, a new value of alpha is accepted with 
probability 

Pr(𝛼𝛼 → 𝛼𝛼∗) =
𝑙𝑙𝐸𝐸𝐸𝐸(𝛼𝛼)

𝑙𝑙𝐸𝐸𝐸𝐸(𝛼𝛼) + 𝑙𝑙𝐸𝐸𝐸𝐸(𝛼𝛼∗)
. 

The only changes in the algorithm required for bagging 
EN are replacing x'x by γ(x'x) and n by γn, where 
gamma is the fraction of samples used to fit the model 
in each iteration. 
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