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olas BaskiotisENS Ca
han - CMLA UMR CNRS No. 8636Stéphan ClémençonLTCI UMR Tele
om ParisTe
h/CNRS No. 5141November, 2010Abstra
tTreeRank is a learning algorithm tailored for ROC optimization in the 
ontext of bipartiteranking. It is the purpose of this note to provide a tutorial introdu
tion for the use of theTreeRank pa
kage for R statisti
al software.1 Introdu
tionBipartite ranking, sometimes termed nonparametri
 s
oring, is an ubiquitous issue, en
ountered inanomaly dete
tion, medi
al diagnosis, 
redit-risk s
reening, or information retrieval for instan
e. Ina wide variety of appli
ations, pra
titioners need to learn s
oring/ranking fun
tions for dis
riminat-ing between two populations from multivariate data with binary labels.Pre
isely, here data 
onsist of a set of individual measurements x = (x(1), . . . , x(q)) ∈ X (theinput variables), to whi
h a binary label y ∈ {−1, +1} (the output variable). These measurementsare assumed to be independent realizations of a pair (input/output) of random variables (X,Y ). Apart, if not all, of this histori
al database, with n ≥ 1 observations Dn = {(xi, yi) : 1 ≤ i ≤ n},is dedi
ated to learning of a s
oring rule s : X → R. By transporting the natural order on the realline onto X , s de�nes a ranking (i.e. a preorder) through: ∀(x, x′) ∈ X 2,
x �s x′ ⇔ s(x) ≤ s(x′).In bipartite ranking, the goal pursued is to use the training set Dn in order to produ
e an a

urateranking, ranking performan
e being evaluated through ROC analysis. The ROC 
urve of a s
oringfun
tions is the plot of the false positive rate against the true positive rate:

ROCs : t ∈ R 7→ (P{s(X) > t | Y = −1}, P{s(X) > t | Y = +1}) .The 
loser the to the left upper 
orner of the ROC spa
e, the more a

urate the ranking (instan
eswith positive labels are expe
ted to be top ranked). In regards to this (theoreti
al) fun
tionalperforman
e 
riterion, in
reasing transforms of the regression fun
tion η(x) = P{Y = +1 | X = x}are the optimal elements (their ROC 
urve dominates any other ROC 
urve, everywhere along thefalse positive rate axis). In pra
ti
e, an estimate R̂OCs of ROCs is 
omputed the following way:one 
al
ulates, using a sample {(xi, yi) : 1 ≤ i ≤ n} of realizations of the pair (X,Y ), empiri
al
ounterparts of the 
lass probabilities P{s(X) > t | Y = −1} and P{s(X) > t | Y = +1} for1



threshold values {s(Xi) : Yi = −1, 1 ≤ i ≤ n} and next 
onne
ts the 
orresponding knots byline segments, produ
ing a pie
ewise linear ROC 
urve (noti
e that another 
onvention, sometimesen
ountered in pra
ti
e, 
onsists in plotting a stepwise ROC estimate from these knots). The ROC
urve estimate plotted using training data (i.e. those used for building s) is 
alled the training ROC
urve, while that plotted using a sample independent from the training set is 
alled a test ROC
urve. A 
ommon summary statisti
 is the area under the empiri
al ROC 
urve (empiri
al AUC inshort), whi
h is a 
onsistent estimate of the quantity
AUC(s) = P{s(X) < s(X′) | (Y,Y′) = (−1,+1)} +

1
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P{s(X) = s(X′) | (Y,Y′) = (−1,+1)},where (X ′, Y ′) denotes an independent 
opy of the pair (X,Y ). Basi
 results in ROC analysis fromthe perspe
tive of bipartite ranking 
an be found in Se
tion II of [6℄ (see also the Appendix therein).The software we present here implements a novel statisti
al learning algorithm, named TreeR-ank, for ROC 
urve optimization. This algorithm is a tree indu
tion pro
edure, entirely tailoredfor bipartite ranking and produ
ing, from a training sample, a pie
ewise 
onstant s
oring fun
tionof whi
h ROC 
urve mimi
s the behavior of an adaptive linear-by-part interpolant of the optimal

ROC 
urve [6, 5℄. It produ
es models that 
an be easily summarized in the form of an orientedrooted binary tree graph. The ranking 
an be dire
tly read by perusing the terminal leaves fromthe left to the right.As for many other tree-based learning methods, the pro
edure in
ludes two stages. A greedy top-down re
ursive partitioning strategy is �rst implemented, leading to a 
omplete rooted binary treeequipped with a left-right orientation, we 
all it the Master Ranking Tree. Ea
h split 
orrespondsitself to a 
lassi�
ation rule, obtained through a 
ost-sensitive version of a binary 
lassi�
ationmethodology (the 
elebrated CART method [1℄ for instan
e, or SVM methods), we 
all LeafRankin this 
ontext, the 
ost lo
ally depending on the data, being equal to the empiri
al rate of positiveinstan
es within the node to split, in order to maximize the AUC 
riterion re
ursively. A pruningpro
edure then follows the growing stage, where 
hildren of a same parent node are re
ursivelymerged so as to maximize a 
ross-validation based estimate of the AUC 
riterion. The ROC 
urveof the resulting s
oring fun
tion 
an be shown to 
onverge to the optimal one, in the AUC senseand in sup norm both at the same time. The pro
edure is des
ribed in detail in [6, 3℄, together withthe related ba
kground theory.Beyond the theoreti
al properties of this ranking algorithm, a 
ru
ial advantage of su
h a tree-stru
tured re
ursive partitioning method lies in its ability to handle qualitative predi
tor variables(up to a dummy 
oding) and in
omplete data in both the training samples and future observationsto be predi
ted/ranked.A bootstrap aggregating method 
an also be implemented in order to enhan
e ranking a

ura
yand stability, refer to [2℄ for further details.Throughout this note, the installation and the use of the TreeRank pa
kage for R statisti
alsoftware is des
ribed.2 TreeRank pa
kage ContentsThe TreeRank pa
kage implements under the R environment the TreeRank algorithm and providestools to analyze the results, as well as a graphi
al user interfa
e for most of the fun
tionalities. Itessentially in
ludes the following pro
edures: 2



• the TreeRank growing pro
edure, whi
h produ
es from the training dataset a 
omplete ori-ented rooted binary tree, the Master Ranking Tree;
• 3 LeafRank versions for the internal splitting rules of the Master Tree : one based on a
ost-sensitive version of the CART algorithm, one based on a 
ost-sensitive random forestalgorithm, and one based on 
ost-sensitive SVM's;
• a TreeRank based algorithm for the statisti
al problem of testing homogeneity of two samplesin a multidimensional setup.
• bagging and pruning tools for the TreeRank algorithm.It also 
omprises the tools listed below:
• s
ore 
omputation tools to ranking predi
tions from ranking trees and new (unlabeled) data;
• tools for 
omputing and displaying ROC and pre
ision/re
all 
urves from ranking trees and(traning and test) data;
• tree manipulation tools, in order to extra
t sub-ranking trees or to 
ombine ranking trees;
• model interpretation tools, su
h as variable importan
e 
omputation;
• graphi
al interfa
es for laun
hing the pro
edures and for displaying/exploring the results (treegraphi
s, et
.).The pa
kage also in
ludes demo datasets as well as do
umentation �les. The names and 
har-a
teristi
s of the demo datasets are 
olle
ted in the following table:Data set name Pyr2D Gauss2D Gauss20DFar Gauss20DCloseNature Arti�
ial Arti�
ial Arti�
ial Arti�
ialuniforms gaussians gaussians gaussians# Attributes 2 2 20 20Learning sample size 2000 2000 2000 2000Test sample size 1000 1000 1000 1000Positives rate 0.5 0.5 0.5 0.5For ea
h data set, the variable Name.learn denotes the learning set, the variable Name.test thetest set and the variable Name.ro
 the target ROC 
urve (i.e. the optimal one). For all data set, thename of the label attribute is 
lass and, by 
onvention, we always take the value 1 as "positive"label.3 InstallationThis se
tion des
ribes the installation steps of the TreeRank pa
kage, it is intended for beginningR users. 3



3.1 Getting R statisti
al softwareR is a language and an environment for statisti
al 
omputing and graphi
s. It is available for freeunder the terms of the GNU General Publi
 Li
en
e at http://www.r-proje
t.org/ for Windows,Ma
OS and UNIX platforms. Tutorials and do
umentations are also available on the R homepage.3.2 TreeRank requirementsThe TreeRank pa
kage is fully implemented in R, thus no third-party software is required for itsbasi
 use. It is however based on other R pa
kages from the o�
ial CRAN pa
kage repository andsome of them need T
l/Tk version 8.4 or above for graphi
al purposes1. The Windows version ofR installs by default all needed �les for T
l/Tk. For UNIX and Ma
OS R version, T
l/Tk needs to beinstalled by hand. A build for Ma
OS is available at http://
ran.r-proje
t.org/bin/ma
osx/tools/(just install the dmg �le). For UNIX, please refer to your distribution to �nd and install theappropriate pa
kages (generally t
l8.x and tk8.x).The R pa
kages required for the installation of TreeRank are the following:
• rpart, providing a CART implementation for re
ursive partitioning and regression trees;
• kernlab, kernel-based ma
hine learning methods in
luding a SVM algorithm;
• randomForest, a random forest algorithm;
• 
oin, 
onditional inferen
e pro
edures in
luding two sample problems.The re
ommended pa
kages are the following (only used for the graphi
al user interfa
es):
• tkrplot for pla
ing R graphi
s in a Tk widget;
• 
olorspa
e for some ni
e 
olor palettes;
• igraph, a very 
omplete pa
kage for graphs and network analysis, used here for visualizationpurpose only.Normally, no manual installation of these pa
kages is required, it is done automati
ally wheninstalling the TreeRank pa
kage. In 
ase of troubles, a manual installation 
an be done through the
ommand install.pa
kages(�NameOfPa
kage�) in the R shell.3.3 Getting the TreeRank pa
kageThe last version of TreeRank pa
kage is available at http://treerank.sour
eforge.net/. However, theeasiest way to install it is by the R 
ommand install.pa
kages. To do that, open an R session,and just type in the shell install.pa
kages(�TreeRank�). A window appears asking you to
hoose a CRAN repository. To 
he
k your installation, try to load the pa
kage by the 
ommandlibrary(TreeRank) and then exe
ute the 
ommand example(TreeRank).1If you plan to use only the 
ommand line version of TreeRank, there is no need for T
l/Tk. The installation ofthe graphi
 related pa
kages are re
ommended but not required.4
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4 Loading dataThe input used by TreeRank to 
onstru
t a ranking tree (and thus a s
oring fun
tion) is a set oflabeled examples (xi, yi), the input information being des
ribed by q ≥ 1 numeri
al or 
ategori
alattributes, while the output 
onsists of a binary label (
onventionally but not mandatory +1 forpositive examples and −1 for negative ones: "relevant" vs. "irrelevant", "si
k" vs. "healthy", et
.).In R, data frames are used to represent this type of data. A
tually, a data frame is a sort of matrix,where 
olumns 
an 
orrespond to di�erent type of data. Ea
h 
olumn of a data frame has an uniquename denoting a variable and ea
h row represents an example. Generally, the label is in
luded inthe data frame representation as an additional variable.In order to import data from �les to data frames, R has several fun
tionalities, that allows fordealing with a wide variety of data �les. We will dis
uss further how to import the most 
ommontype of data �le, the spreadsheet-like text �le, in whi
h the data are presented in a re
tangulargrid, possibly with row and 
olumn labels (like 
vs and Matlab �les; see R do
umentation toimport other �le formats). For su
h �les, ea
h line of the �le des
ribes an example and ea
h value isseparated by a spe
ial 
hara
ter named separator (usually the spa
e, the tabular or the semi-
olon
hara
ter). These data �les 
an be imported in R by the means of the generi
 fun
tion read.table.The following parameters must be spe
i�ed in order to use this fun
tion :
• file : the path and �lename of the �le being imported;
• sep : the separator used in the �le;
• headers: to be set to TRUE or FALSE, indi
ating whether the names of the variables are in
ludedin the �le (
orresponding in general to the �rst line of the �le) or not. When the names are notin
luded (the most 
ommon 
ase), they 
an be spe
i�ed by the optional parameter 
ol.names.Otherwise, R uses by default the name V i for the i-th 
olumn.
The R a�e
tation symbol <- is used to store the result of the importing pro
edure.5
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Demo:# The separator for myData1.
vs is the 
olon 
hara
ter# and the file don't 
ontain the variable names.> table1 <- read.table(file="myData1.
vs", sep=",", headers=FALSE> table1[1:3,℄ # Display the 3 first rows of the data frameV1 V2 V3 V4 V5 V6 V7 V81 1.18590 -0.0024941 1.33290 1.69090 0.908180 -0.658880 0.325710 0.6989402 0.87946 -0.5272500 0.12230 1.76700 0.772090 1.242500 -0.060701 2.5442003 2.09470 0.8184400 1.64860 1.19230 -1.153100 -1.196300 -1.136800 0.600780> nrow(table1) # Display the number of rows[1℄ 3000> n
ol(table1) # Display the number of 
olumns[1℄ 8> 
olnames(table1) # Display the 
olumn names[1℄ "V1" "V2" "V3" "V4" "V5" "V6" "V7" "V8"# import myData1.
vs with spe
ified variable names.>table2 <- read.table(file="myData1.
vs",sep=",",headers = FALSE,
ol.names = 
("a","b","
","d","e","f","g","label"))>table2[1:3,℄a b 
 d e f g label1 1.18590 -0.0024941 1.3329 1.6909 0.90818 -0.65888 0.325710 0.698942 0.87946 -0.5272500 0.1223 1.7670 0.77209 1.24250 -0.060701 2.544203 2.09470 0.8184400 1.6486 1.1923 -1.15310 -1.19630 -1.136800 0.600785 Using TreeRank through the graphi
al interfa
eThe TreeRank pa
kage provides a user-friendly Graphi
al User Interfa
e (GUI) handling most ofthe TreeRank features. This se
tion presents how to use it.The GUI is made up of two interfa
es. The �rst one, des
ribed in se
tion 5.1, is used to
on�gure the TreeRank pro
edure and the dataset used. The se
ond one (se
tion 5.2) allows theuser to display/explore the results and to perform model sele
tion (either automati
ally or elsemanually).In the following, it is assumed that the TreeRank pa
kage and all of its requirements have beenpreliminarily installed (see Se
tion 1). The Gauss2DEasy toy dataset, in
luded in the pa
kage, isused for the demo.To load the library, exe
ute the following 
ommand:Demo:>library(TreeRank) 6



5.1 The Laun
hing Interfa
eThe TRGui() 
ommand is used to start the interfa
e. After its exe
ution, a window like the onedisplayed in Fig. 5.1 normally appears. This window is made up of three frames: data setting,LeafRank options and TreeRank options.Demo:>TRGui()

Figure 1: The Laun
hing Interfa
e
5.1.1 Data setting frameThis frame is used to set up the learning dataset. The dataset has to be loaded previously in R asa data frame (see se
tion 4). The �eld Data Set is used to spe
ify the name of the R variable
ontaining the dataset. The �eld Label name indi
ates the name of the variable in the data framedenoting the 
lass/label/response of the examples. The �eld Best Label indi
ates whi
h label value
orresponds to the "positive" label.Demo:Set

• Data set to Gauss2DEasy.learn
• Label name to 
lass
• Best Label to 1. 7



5.1.2 LeafRank options frameThis frame allows to 
hoose the LeafRank algorithm to be used and pi
k its tuning parameters. Thelistbox is used to sele
t the LeafRank algorithm (three LeafRank algorithms are provided natively,a CART-based, a SVM-based, and a random forest-based version). The options depend on theused LeafRank algorithm, setting up the learning parameters of the 
hosen algorithm.CART options
• Minimum Split : the minimum number of observations that must exist in a node, in orderfor a split to be attempted;
• Maximum Depth : set the maximum depth of any node of the �nal tree, with the root node
ounted as depth 0.
• Min. Crit. : if the 
riterion (in our implementation the au
) is less than this value, the nodeis not splitted.
• n-fold : number of 
ases for the n-fold 
ross pruning. If it is set to 0 or 1, no pruning isdone.SVM options Full do
umentation for these options 
an be found in the pa
kage kernlab.
• C : 
ost of 
onstraints violation;
• Degree/Sigma : set the value of sigma or degree kernel parameters, depending on the 
hosenkernel.
• S
ale, offset : set the value of s
ale and o�set parameter for the hyperboli
 tangent kernel.
• Kernel : set the kernel to be used : rbf is a radial basis kernel Gaussian, poly. a polynomialkernel, tanhdot a hyperboli
 tangent kernel.
• Auto. Parameters : automati
ally 
ompute the best kernel parameters.random Forest options Full do
umentation for these options 
an be found in the pa
kage ran-domForest.
• #Tree : number of trees to grow.
• #Var : number of variables randomly sampled as 
andidates at ea
h split. If it is set to 0,all the variables are used.
• %Data : per
entage of the examples to be used for ea
h tree 
omputation. The examples aredrawn randomly from the whole data set.
• repla
e : if it is 
he
ked, the sampling of the examples is done with repla
ement.
• node size : Minimum size of terminal nodes.
• Max. Leaves : Maximum number of terminal nodes trees in the forest 
an have.8



Demo:Sele
t the CART algorithm and keep default options.5.1.3 TreeRank options frameThe following options set 
ontrols the tree growing stage.
• Minimum Split: the minimum number of observations that must exist in a node, in order fora split to be attempted.
• Maximum Depth: the maximum depth of the tree.
• Min. 
rit.: if the AUC in
rease is below this threshold, the node is not split and it be
omesa leaf.The n-fold Cross Validation option 
ontrols the tree pruning stage. If its value n is greater than1, the tree will be pruned by a n-fold 
ross validation.The forest option allow to 
ompute a forest of TreeRank rankers. If its value is greater thanone, its indi
ates the number of TreeRank rankers to learn to 
ompute the forest.The %Var. Split option 
ontrols the amount of feature randomization: it indi
ates the per
ent ofvariables used at ea
h node of the master tree (drawn randomly). The %Data Split option indi
atesthe per
ent of examples of the training dataset used for the learning in 
ase of forest 
omputation.The 
he
kbox repla
e indi
ates when the sampling is done with repla
ement or not.Demo:Set %Data Split option of LeafRank frame to 80% and keep the default optionsfor the others and 
li
k the run button.5.2 The results explorer interfa
eAfter the TreeRank 
omputation, a new window is displayed (�gure 5.2).5.2.1 Information displayedThe 
entral frame #1 displays the ranking tree. Ea
h node is 
olored a

ording to the per
entage ofpositive examples lying in the node (green for higher per
entage, red for lower). The left 
hild of anode is always the best s
ored node and the right 
hild the worst one. Thus, the leaves are orderedfrom the best s
ore (on the left) to the worst (on the right).Sele
ting a node (by 
li
king on it) displays the node information at the upper left 
orner of thewindow (frame #2): the node Id, the number of positive/negative examples belonging to the node,the AUC in
rease due to the node split and the s
ore if the node is a leaf. Variable importan
emeasures are given on the left side listbox (frame #3 and displayed as an histogram at bottom right(frame #7).Finally, the training ROC 
urve is displayed on the top right graph, at the frame #6.9



Figure 2: Results explorer interfa
e.If the 
urrent obje
t is a TreeRank forest, the frame #4 allows to navigate through the di�erenttrees. In this 
ase, the plotted tree in the main frame is the sele
ted tree (by default the �rst one)and the frames #6 and #7 refer to this tree.5.2.2 Intera
tive toolsAs spe
i�ed above, 
li
king a node sele
ts the node. Sele
ting multiple nodes 
an be done by pressingthe 
ontrol key when the 
li
k is performed. With a right 
li
k on the 
entral frame (
ontaining thetree), a popup menu is displayed. The menu items are also available on the top menu of the window.Some items are spe
i�
 to nodes, in whi
h 
ase they appear in the popup menu only by 
li
king on anode. The View LeafRank item allows the user to display, on a new window, the LeafRank 
lassi�erasso
iated to a given node, but only when su
h an operation is allowed (depending on the 
hosenLeafRank algorithm). See se
tion 5.2.3 for more information about the CART LeafRank 
lassi�er.It is possible to 
onsider a subtree of the tree by sele
ting some nodes. The subtree is 
on-stru
ted by pruning the tree at the sele
ted nodes. The View Subtree item opens a new interfa
e
orresponding to the sele
ted subtree. The Plot Subtree ROC item plots the training ROC 
urve
orresponding to the subtree.In the 
ase of the pruning option is sele
ted for the learning, the View Unpruned item opens anew interfa
e with the unpruned tree. The Plot Unpruned ROC item plots the training ROC 
urve,
orresponding to the unpruned ranking tree. The Add test set item allows to plot a test ROC 
urve.The test set has to be in a R data frame variable. Sele
ting the item opens a dialog box, wherethe name of the test set variable 
an be submitted. Hiding/displaying a ROC 
urve 
an be done byun
he
king/
he
king the 
orresponding 
he
kbox on the left side of the window, in the frame #5.10



The pre
ision/re
all 
urves 
an be displayed by 
he
king/un
he
king the 
orresponding 
he
kboxon the top of the frame #5.Finally, the Save tree item allows the user to export the tree in a R variable; the Export ROCitem allows the user to save in a eps �le the frame #6, i.e. the ROC 
urve; the Export Tree itemallows the user to save in a eps �le the main frame, i.e. the tree.5.2.3 CART LeafRank interfa
eIn the 
ase where the CART LeafRank algorithm is used, the interfa
e displayed when sele
ting theView LeafRank item is very similar to the TreeRank interfa
e, but simpli�ed. The tree displayed
orresponds to the CART tree. The nodes are not ordered. Finally, ea
h leaf has a green or a red
ir
le, whi
h indi
ates if the examples rea
hing this node are send to the left or the right 
hild ofthe TreeRank tree.5.3 A simple session exampleIn this se
tion we show how to use TreeRank pa
kage to tune the pro
edures, to 
ompute variousmodels and 
ompare the results. We assume that the library is loaded and the interfa
e is laun
hed.We will use the Gauss20DFar.learn dataset. The label name of this dataset is 
lass and the "bestlabel" is 1.To 
ompute the �rst model, leave all options by default and run the TreeRank pro
edure. Inthe resulting interfa
e, the real ROC 
urve 
an be displayed by 
hoosing Add ROC menu item and�lling the textbox with Gauss20DFar.ro
. As we 
an see, the train ROC is similar to the real ROC.To display the test ROC, 
hoose the Add test set item and �ll it with Gauss20DFar.test. Asexpe
ted, the resulting ROC is worst than the previous one. To improve the result, a TreeRankforest 
an be used : in the laun
her, 
hoose to 
ompute 10 trees in the forest, and set 80% for datasplit and var split option. The AUC of the test ROC is thus improve by 0.05.As the problem to be treated is a gaussian one, we 
an expe
t better results using the svm-basedLeafRank pro
edure : in the laun
her, 
hoose the svm version for the LeafRank algorithm, run thepro
edure and 
ompute the test ROC. The resulting test ROC have an AUC near to 0.8 and forthe forest version with 10 trees near to the optimal one, 0.84. In 
omparison, a polynomial kerneloutputs poor results.Finally, a way to improve Cart-based LeafRank is to use the Random Forest-based LeafRankpro
edure. This version has to be tuned 
arefully : if the number of tree is too high, a randomforest will mat
h perfe
tly the training dataset and the TreeRank master tree will have a depth ofonly 1, as the �rst forest will 
lassify perfe
tly the training dataset. One 
an tune the node size,#tree and the Max leaves parameters to prevent this e�e
t. For instan
es, run the laun
her with10 as node size and 200 trees for the LeafRank options and 10 trees for the TreeRank option. Theresulting AUC of the test ROC is near to 0.7, whi
h is a great improvement 
ompared to the Cartversion.6 Advan
ed use of TreeRankWe present in this se
tion the 
onsole use of the TreeRank pa
kage. The full details 
an be foundin the man page do
umentation of the TreeRank pa
kage.11



6.1 Main pro
edures
• TreeRank : the main fun
tion to 
ompute a TreeRank s
oring fun
tion.
• TreeRankForest : the forest version of the TreeRank algorithm.
• LRCart : the CART-based LeafRank pro
edure.
• LRsvm : the svm-based LeafRank pro
edure.
• LRforest : the forest-based LeafRank pro
edure.
• TRplot: laun
hing the interfa
e for a TreeRank or LRCart obje
t.
• predi
t: a generi
 method for predi
ting s
ores from a TreeRank tree and (unlabelled) data.
• getClassifier: return the 
lassi�er asso
iated to a spe
i�ed node from a TreeRank tree. Thegeneri
 method predi
t 
an be used on the returned obje
t.
• getROC/getPREC: return a matrix with the ROC 
urve (or pre
ision/re
all 
urve) 
oordinatesfrom a TreeRank tree and data.
• au
: return the AUC of the ROC 
urve from a ROC 
urve.
• varImportan
e : return a ve
tor 
ontaining the variable importan
e measure for ea
h variable.
• depVar : return the partial dependen
e on pair of variables.6.2 A simple session exampleWe use the same example as in the 5.3 se
tion to illustrate the use of the TreeRank pa
kage withthe 
onsole mode. To 
ompute a TreeRank model with the default parameters for the Gauss2DFardataset, exe
ute the following 
ommand :treeCart <- TreeRank(formula=
lass� .,data=Gauss20DFar.learn,bestresponse=1);.The 
omputed tree is stored in the variable treeCart. To display the 
omputed tree, exe
uteTRplot(treeCart). To predi
t s
ores for a new dataset, for instan
es Gauss2DFar.test, the 
om-mand is the following :predi
t(treeCart,Gauss20DFar.test).The train ROC 
urve of the model 
an be 
omputed by the 
ommand :ro
CartTrain <- getROC(treeCart,Gauss20DFar.learn)and the test ROC 
urve by :ro
CartTest <- getROC(treeCart,Gauss20DFar.test).The ROC 
urves 
an be plotted either by the 
ommand plot(ro
CartTest) or :plotROC(list(ro
CartTrain,ro
CartTest)).The AUC of the test ROC 
an be 
omputed by au
CartTest <- au
(ro
CartTest). The variableimportan
e measures are 
omputed by the 
ommand varImportan
e(treeCart). Finally, the par-tial dependen
e on pair of variables 
an be 
omputed by the 
ommand :vdCart <- varDep(treeCart,Gauss20DFar.test,varx="V5",vary="V10",subdivx=10) (here on12



the pair (V 5, V 10)). The plot 
an be drawed using the persp 
ommand : persp(vdCart) (or to
ompute a heatmap : heatmap(vdCart)).In the following we will give examples to parametrize the TreeRank pro
edure. By default,the TreeRank pro
edure uses the Cart-based LeafRank pro
edure. In order to 
ompute a svm-based version, the TreeRank option LeafRank has to be spe
i�ed. The 
all is the following :TreeRank(
lass� ., Gauss20DFar.learn, 1, LeafRank= LRsvm). The 
ustomization of the LRsvm
an be inline in the 
all or by de�ning a new pro
edure with the wanted parameters :Demo:#Inline :TreeRank(
lass� .,Gauss20DFar.learn,1,LeafRank=fun
tion(...)LRsvm(kernel="polydot", C=2,...)#By defining a new fun
tionMySvm <- fun
tion(...)LRsvm(kernel="polydot", C=2,...)TreeRank(
lass� .,Gauss20DFar.learn,1,LeafRank=MySvm)The following 
ommands de�ne a 
ustom Random Forest LeafRank and 
ompute a TreeRankforest with the same options as in se
tion 5.3 :Demo:MyRandom <- fun
tion(...) LRforest(nodesize=10,ntree=200,...)TreeRankForest(
lass� .,Gauss20DFar.learn,1, LeafRank=MyRandom,varsplit=0.8,sampsize=0.8,ntree=10)The option details 
an be found in the manual pages of ea
h fun
tion (ksvm for the svm-basedLeafRank, randomForest for the Random Forest version).7 The two sample problemThe TreeRank pa
kage implements a TreeRank version of the two sample problem, testing thehomogeneity of two samples in a multidimensional setup([4℄). To laun
h the graphi
al interfa
e,exe
ute the following 
ommand:Demo:>TwoSampleGui()The only di�eren
e between this interfa
e and the TreeRank laun
her one is for the upper frame,the data setting frame. The �eld 1st data set is used to set one of the two sample to be tested; theother one 
an be set by the �eld 2nd data set. These datasets have to be dataframes (see se
tion4). The Learning % size �eld indi
ates the per
entage of the both data set to use for the training.The remaining data are used to 
ompute the Mann-Whitney Wil
oxon test. The 
on�den
e level�eld denotes the 
on�den
e level of the test. The Mann-Whitney Wil
oxon test is 
omputed withthe fun
tions of the 
oin pa
kage.After the 
omputation, the learned tree is displayed with the interfa
e used by TreeRank. Theresults of the test are shown in the 
onsole.
13
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